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|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **学号：** | **1183710118** | **姓名：** | **梅智敏** | |
| **学号：** | **1183710131** | **姓名** | **王国庆** | |
| 实验概述 | | | |  |
| 实验目的 1）学习构建集群的方法  2）学会使用典型的负载均衡框架  3）学会使用Hadoop 进行map-reduce编程  4）能够灵活应用计算层中间件到实际系统 实验要求 1）2人结对成组  2）实验2.1和2.2必做，实验2.3选做  3）结合《软件过程与工具》课程中进销存系统(或其他实际软件系统)进行计算层架构重构，支持海量用户的在线高并发请求场景  4）应给出关键过程的细节 | | | | |
| 实验内容与过程 | | | |  |
| Nginx集群负载均衡实验  1. 请给出搭建单虚拟机Nginx的关键过程，并修改Nginx主机的首页内容从英文变为中文。   我首先要安装nginx    安装成功之后再启动nginx    接下来安装net-tools包    这样就可以使用ifconfig命令来查看本机的IP地址    我们使用浏览器访问该ip地址    接下来找到nginx默认配置文件的位置    以管理员身份修改它（不加sudo的话无权限修改此文件，所以需要加sudo）    在配置文件的Server内容中添加一行charset utf-8    然后前往配置文件中所指的root目录下(/var/www/html)，将index.nginx-debian.html复制一份并重命名为index.html    将index.html进行编辑，将其中的英文内容翻译成中文    更新nginx的配置    重新访问前面的IP地址    显示的内容确实是我们自己创建的index.html，说明更新配置成功！   1. 请详析配置文件中涉及的upstream、location和server块。   upstream：用于进行负载均衡的配置    Location模块：用于进行访问路由的配置    Server模块：用于进行服务器访问信息的配置  可以简单地理解为用来定义一个URL，需要在其中定义server\_name和监听端口号port，以及监听到该URL后执行什么动作。     1. 请描述所搭建的虚拟集群环境，验证虚拟集群可以互相访问。   所搭建的虚拟集群有一台负载均衡服务器，两台Web服务器，负载均衡服务器可以接受多个客户端的请求  我所搭建的虚拟集群如下：一台负载均衡服务器，2太Web服务器    首先我将3个ubuntu虚拟机的连接方式改为桥连接，并且将使用的网卡设置为主机正在使用的网卡：    设置为桥接之后，各个虚拟机将和主机处于同一网段下，且拥有自己独立的ip地址，这保证了它们可以相互ping通  负载均衡服务器ip地址：192.168.43.176    Web\_01服务器IP地址：192.168.43.4    Web\_02服务器IP地址192.168.43.96    负载均衡服务器可以PING通其他2台Web服务器，如下图：    Web01服务器也可以PING通另外2台服务器，如下图：  Web02服务器也可以PING通另外2台服务器，如下图：    综上，可见我们的三台服务器都是可以相互访问的   1. 配置集群的负载均衡系统，给出关键过程，验证负载均衡系统是否工作。  * 负载均衡服务器上的操作   首先在负载均衡服务器上新建配置文件      新建/etc/nginx/conf.d/proxy\_params配置文件    修改nginx的主配置文件/etc/nginx/nginx.conf，以把负载均衡服务器的80端口空闲出来     * 对2个Web服务器的操作（下面展示Web01服务器上的操作，Web02与之类似）   在Web01服务器上新建配置文件/etc/nginx/conf.d/server.conf    首先创建node文件夹    再在此文件夹下新建html文件    Web02服务器中的内容为Web02，如下     * 将三个服务器的nginx服务重启     现在在win10主机上访问负载均衡服务器的IP地址    可知负载均衡服务器将我们客户端的请求转发给了Web01服务器来处理    刷新界面之后发现负载均衡服务器将我们的请求转发给了Web02服务器进行处理   1. 配置并验证使用不同集群负载均衡算法（至少三种），给出过程、观测的情况，给出自己对负载均衡算法的理解和认识。      * 默认的轮询方式：在前面的测试中就是轮询方式，每刷新一次页面，负载均衡服务器会切换一个被访问的服务器，也就是上面所呈现的Web01页面与Web02页面交替出现。 * Weight：权重方式，在轮询策略的基础上指定轮询的几率。   我们修改负载均衡服务器的配置文件，将Web02服务器设置权重为2    然后重启负载均衡服务器的nginx服务，再次从主机访问负载均衡服务器的IP并不断刷新，可以发现显示的内容Web02：Web01正好就是2:1，满足我们所设置的权重比。     * Ip\_hash分配：指定负载均衡器按照基于客户端IP的分配方式，这个方法确保了相同的客户端的请求一直发送到相同的服务器，以保证session会话。这样每个访客都固定访问一个后端服务器，可以解决session不能跨服务器的问题。   首先在配置文件中添加一行”ip\_hash”,指明使用IP\_hash负载均衡策略；同时注意此策略和权重策略不可以同时使用，故需要删除之前添加的权重值。    重启nginx服务器：    再次从主机上访问，可以发现不论怎么刷新，返回的页面都是不变的，说明负载均衡服务器确实按照请求方的IP地址来分配一个确定的Web服务器    总结：   1. 轮询是最基本的配置方法，它是upstream模块默认的负载均衡默认策略。每个请求会按时间顺序逐一分配到不同的后端服务器。 2. 权重策略是在轮询策略的基础上指定轮询的几率。 3. IP\_hash指定负载均衡器按照基于客户端IP的分配方式，这个方法确保了相同的客户端的请求一直发送到相同的服务器，以保证session会话。 4. 应用负载均衡技术改造遗留的“进销存”系统，赋予支持海量用户的在线高并发请求的能力，请给出设计细节并分析负载均衡前后的区别。     设计细节如上图：采用一个负载均衡服务器来帮助缓解单个Web服务器的访问压力，使用IP\_HASH负载均衡策略，来自某个终端的请求会被发送到特定的Web服务器（依据终端的IP地址），服务器处理完之后再将结果返回给终端用户。  下面给出负载均衡之前的整体框架图：    不使用负载均衡服务器的时候，所有用户的请求都将被发送到同一个Web服务器上，这样就会使得这个服务器的访问压力非常大。尤其在访问高发时间段，可能会导致服务器繁忙从而产生高延迟、无响应等现象。  通过对前面2种情况的对比可发现，使用负载均衡服务器可以将来自客户端的大量请求分摊到多个Web服务器上，从而缓解单个Web服务器的访问压力。  7）迁移到真实集群环境重做负载均衡实验(选做)。请给出实验过程中需要注意的问题，比较并分析虚拟集群和真实集群下的异同。 Hadoop分布式计算实验 1）配置集群环境，设置主节点主机名为master，从节点主机名为workerX(X为数字编号)，给出主要过程；同时给出配置SSH免密登录的关键步骤。  首先下载jdk-11.0.11\_linux-x64\_bin.tar.gz，解压到/home/meizhimin/jdk-11.0.11。    修改/etc/profile文件，配置JDK信息    然后执行source /etc/profile使得配置文件生效    然后为meizhimin用户添加权限：    修改 /etc/hostname 文件： master节点的主机设置为 master ，其他两个虚拟机分别设  置为slave1、 slave2  并且修改/etc/hosts文件如下：    安装ssh    创间.ssh目录并赋予当前用户权限    生成RSA密钥对以及集群内共享密钥：      配置集群内的3个节点可以通过ssh无密码访问：      现在测试无密码ssh访问      成功！  2）请配置Hadoop集群计算环境，要求数据块副本数为3。给出主要过程，并验证正确性。  首先下载hadoop3.2.2并解压到用户目录下    然后给hadoop配置环境变量：    使用source命令使得配置文件生效：    修改Hadoop安装目录/etc/hadoop/目录下的Hadoop-env.sh文件，添加：    修改core-site.xml中主要内容：    hdfs-site.xml中主要内容：value字段设为3，表示数据块副本数为3    mapred-site.xml中主要内容(MapReduce的配置文件)    配置三台主机的Hadoop文件(就是创建masters和workers文件并编辑)      向 slave1 和 slave2 节点复制 hadoop-3.2.2 整个目录至相同的位置，使用如下命令（将sam换成自己的用户名，hadoop版本也换成自己的即可）    在master节点上执行hdfs namenode -format    再执行start-all.sh验证正确性    使用jps查看    故成功开启！  3）请使用Hadoop集群环境计算英文版[Stray Birds](https://en.wikisource.org/wiki/Stray_Birds)正文中每个单词出现的次数。  进入hadoop的安装目录    下载Stray Birds文件，并上传到hdfs文件系统    调用wordcount函数来对输入的文件进行处理，结果存储在output中    结果如下：    4）请使用Hadoop集群环境计算遗留的“进销存”系统中海量用户的log日志中的访问统计。请模拟输入数据，从1万个用户共100万次操作记录中计算每个用户的访问次数。  模拟输入数据如下：      同样上传到HDFS服务器并且调用wordcount函数来对输入的文件进行处理，统计出各个用户的访问次数，结果如下：   ActiveMQ异步消息推送实验 1）安装并配置ActiveMQ 5.15.9，验证正确性。      2）请先创建名为asm和se的主题，然后面向这些主题，给出发送端和接收端的交互流程，最后编写流程对的代码。  最后编写流程对应的代码。  1.创建连接Connection  2.创建会话Session  3.通过Session来创建其它的（MessageProducer、MessageConsumer、Destination、TextMessage）  4.将生产者 MessageProducer 和消费者 MessageConsumer 都会指向目标 Destination  5.生产者向目标发送TextMessage消息send()  6.消费者设置监听器，监听消息。        3）请完成如下要求：如果发送的消息是object，该如何处理；如何保证消息处理成功之后，会发送消息确认。  对象需要实现Serializable接口  需要增加代码((ActiveMQConnectionFactory)factory).setTrustAllPackages(true);  通过消息确认机制ACK，JMS消息只有在被确认之后，才认为已经被成功的消费了。消息的成功消费通常包含三个阶段：客户接收消息，客户处理消息和消息被确认。在事务性会话中，当一个事务被提交的时候，确认自动发生。在非事务性会话中，消息何时被确认取决于创建会话时的应答模式（acknowledgement mode）。该参数有三个可选值：    4）请比较实验1自主开发的消息中间件与ActiveMQ的异同，重点给出如何改进自己程序的不足。  相同点：都进行了多模块解耦，  不同点：ActiveMQ 是支持持久化的，可以永久保存消息。消息是保存在内存中的。当内存空间不足，或者ActiveMQ 服务关闭的时候，消息会被持久化到磁盘上。 消息被消费的时候，再加载到内存空间中。  另外，ActiveMQ 支持流量削峰。可以控制活动的人数，可以缓解短时间内高流量压垮应用；  改进如下：在实验一自主开发的中间件的应用前端加入消息队列。用户的请求，服务器接收后，首先写入消息队列。假如消息队列长度超过最大数量，则直接抛弃用户请求或跳转到错误页面；根据消息队列中的请求信息，再做后续处理。 | | | | |
| 结对开发过程记录 | | | |  |
| **（1）角色切换与任务分工**  表1-1结对开发角色与任务分工   | 日期 | 时间(HH:MM - HH:MM) | 驾驶员角色 | 领航员角色 | 本段时间的任务 | | --- | --- | --- | --- | --- | | 5.2 | 15:00 – 22:00 | 梅智敏 | 王国庆 | 完成虚拟机配置，开始2.1 Nginx集群负载均衡实验 | | 5.6 | 17:00 – 22:30 | 王国庆 | 梅智敏 | 完成实验2.2的剩余部分 | | 5.9 | 15:00 – 22:00 | 梅智敏 | 王国庆 | 开始2.2 2.2 Hadoop分布式计算实验 | | 5.10 | 17:00 – 22:30 | 王国庆 | 梅智敏 | 完成实验2.2的剩余2个问题 | | 5.12 | 15:00 – 22:00 | 王国庆 | 梅智敏 | 完成ActiveMQ配置，开始2.3 ActiveMQ异步消息推送实验 | | 5.14 | 17:00 – 22:30 | 梅智敏 | 王国庆 | 完善整体实验，一起完成实验报告 |   **（2）工作日志**  由领航员负责记录，记录结对开发期间的遇到的问题、两人如何通过交流合作解决每个问题的。  表1-2 结对开发工作日志   | 日期/时间 | 问题描述 | 最终解决方法 | 交流过程 | | --- | --- | --- | --- | | 5.2 | 修改页面为中文页面 | 自己添加编码集，设置html页面 | 最开始打算直接修改网站编码但是失败，后面经过自己学习，添加编码集更改配置，完成了实验要求 | | 5.10 | 计算遗留的“进销存”系统中海量用户的log日志中的访问统计时对接出现问题 | 自行生成模拟数据，导入Hadoop系统中，完成访问统计。 | 上网找处理流程和示例，进行自学，然后完成实验要求中的模拟数据和编码实现统计。 | | 5.12 | 发送对象数据时出现错误 | 实现Serializable接口，序列化操作是必须的。 | 最开始以为是代码有逻辑错误，经过查验debug， 发现代码没有逻辑错误。经过查询资料获知原因得知网络流中的数据必须要进行序列化操作。 |   **（3）结对开发工作现场照片、或视频及文件沟通截图**  请其他同学帮助拍摄结对开发现场照片至少2张。  E:\1113292969\FileRecv\MobileFile\20210513_162000.jpg E:\1113292969\FileRecv\MobileFile\20210513_161556.jpg  结对开发现场照片1 结对开发现场照片2 | | | | |
| 实验总结 | | | |  |
| 【结合前期课程项目系统或其他实际软件系统，解决其中的消息订阅/分发问题等】   * 通过本次实验，**初步学习了Nginx 和Hadoop 的环境配置和简单使用，也明白了分布式系统的优势，**并借助它们对上学期的系统进行更多改进。 * **加深了对Nginx的理解**：**核心就是使用负载均衡服务器可以将来自客户端的大量请求分摊到多个Web 服务器上**，从而缓解单个Web 服务器的访问压力。如果所有用户的请求都将被发送到同一个Web服务器上，这样就会使得这个服务器的访问压力非常大。尤其在访问高发时间段，可能会导致服务器繁忙从而产生高延迟、无响应等现象。 * **理解Hadoop的整体架构**：Hadoop 由许多元素构成。其最底部是 Hadoop Distributed File System（HDFS），它存储 Hadoop 集群中所有存储节点上的文件。HDFS（对于本文）的上一层是MapReduce 引擎，该引擎由 JobTrackers 和 TaskTrackers 组成。**采用Hadoop 分布式计算，可以帮助我们轻松开发和运行处理大数据的应用程序。** * **学习ActiveMQ 的使用：**ActiveMQ 的作用就是实现跨网络的系统间通信，可以将业务解耦，提供异步消息支持，增加系统并发量。ActiveMQ 原理就是生产者将消息发送给ActiveMQ 服务端，服务端会根据该消息对应的目标模型(p2p/topic) 将消息发送给可以接受的消费者，期间默认会将数据进行持久化，并等待消费者签收消息后才会将消息删除，避免消息丢失 * 同时可以在实验一自主开发的中间件的应用前端基础上加入消息队列。用户的请求在被服务器接收后，首先写入消息队列。假如消息队列长度超过最大数量，则直接抛弃用户请求或跳转到错误页面；根据消息队列中的请求信息，再做后续处理。 | | | | |
| 教师评语 | | | |  |
|  | | | | |